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Answer the following questions 

2.a) Explain K-ns algorithm 

b).Explain clustering in machine learning. 

3.a) Explain neural network. 

b). lmplementing MLP's with kera's 

Max. Marks: 30 

1.a) Explain about machine learning 

Machine learning is a branch of artificial intelligence (AI) and computer science which focuses on the 
use of data and algorithms to imitate the way that humans learn, gradually improving its accuracy. IBM has a 
rich history with machine learning. 
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and applications. 

b). Explain the types of learning 

Types of Machine Learning: 

2.5.2. Mechanism to deal with internal examination related grievances is transparent, time- bound and efficient 

Subject: ML Time: 03:00 pm to 04:30 pm Date: 13-04-2023 Section: CSE 

MID-I Question paper Scheme of Valuation 
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1.a) Explain about machine learning 

b).Explain the types of learning. 

Course instructor: Dr.M.Veera Kumari
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1 .  Supervised Machine Learning 

Supervised learnin!! is defined as when a model gets trained on a "Labelled Dataset". Labelled 
datasets have both input and output parameters. In Supervised Learning algorithms learn to map 
points between inputs and correct outputs. It has both training and validation datasets labelled. 

2. Unsupervised Machine Learning 

Unsupervised Learning Unsupervised learning is a type of machine learning technique in which an 
algorithm discovers patterns and relationships using unlabeled data. Unlike supervised learning, 
unsupervised learning doesn't involve providing the algorithm with labeled target outputs. The 
primary goal of Unsupervised learning is often to discover hidden patterns, similarities, or clusters 
within the data, which can then be used for various purposes, such as data exploration, visualization, 
dimensionality reduction, and more. 

 
3. Reinforcement Machine Learning 

Reinforcement machine learning algorithm � � is a learning method that interacts with the environment 
by producing actions and discovering errors. Trial, error, and delay are the most relevant 
characteristics of reinforcement learning. In this technique. the model keeps on increasing its 
performance using Reward Feedback to learn the behavior or pattern. These algorithms are specific 
to a particular problem e.g. Google Self Driving car, AlphaGo where a bot competes with humans 
and even itself to get better and better performers in Go Game. Each time we feed in data, they learn 
and add the data to their knowledge which is training data . So, the more it learns the better it gets 
trained and hence experienced. 

2.a)Explain KNN algorithm 
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• ) new data point 

category 1 

Now, given another set of data points (also called testing data), allocate these points to a group by 
analyzing the training set Note that the unclassified points are marked as 'White'. 

b) Explain clustering in machine learning 

Clustering is an unsupervised machine learning task You might also hear this referred to as cluster 

analysis because of the way this method works. Using a clustering algorithm means you're going to give the 

algorithm a lot of input data with no labels and let it find any groupings in the data it can 

II -. I 

3.a) Explain neural network 

A neural network is a method in artificial intelligence that teaches computers to process data 

in a way that is inspired by the human brain. It is a type of machine learning process, called deep learning, 

that uses interconnected nodes or neurons in a layered structure that resembles the human brain 

A simple neural network 

input hidden output 

layer layer layer 
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b) Implementing MLP's with kera's 

The h,1�ic· components of the perceptron include Inputs. Weights and 13i1-1se�. l inenr 

combmarion. and Activation function, roll owing is the basic terminology of each < 1 1 '  the components. 

Weights are parameters within the neural network to transform input data. 

3 .  Bias is an additional parameter used to adjust output along with a weighted sum. 

4. Linear combination is the merging of input values. 

5. Activation values are non-linear transformations of input for specific outputs. To understand 

this further. we are going to implement a classification task on the MNIST dataset of 

handwritten digits using Keras deep learning module. 
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MID-II Question paper Scheme of Valuation 

l.a) Explain Ensemble learning 

b) Explain voting classifiers 

2.a) Explain bagging and pasting 

b) Explain random forests 

3.a) Explain linear SVM Classification 

b) Explain na'ive bayes Classification 

l.a) Explain Ensemble learning 

Ensemble learning is an approach in which two or more models are fitted to the same data, and 

the predictions of each model are combined. Ensemble learning aims to achieve better performance 

with the ensemble of models than with any individual model. 
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b) Explain voting classifiers 

The voting classifier is an ensemble learning method that combines several base models to 
produce the final optimum solution. The base model can independently use different algorithms such 
as KNN, Random forests, Regression, etc., to predict individual outputs. This brings diversity in the 
output, thus called Heterogeneous ensembling. In contrast, if base models use the same algorithm to 
predict separate outcomes, this is called Homogeneous ensembling. 

T,.alninr, set 

L 

Vo 

2.a) Explain bagging and pasting 

There are several ways to group models. They differ in the training algorithm and data used in each one 

of them and also how they are grouped. 

We'll be talking in the article about two methods called Bagging and Pasting and how to implement them in 

scikit-leam 

Original Data 

Bootstrapping 

Aggregating 

Bagging 

b) Explain random forests 

Random forest produces multiple decision trees, randomly choosing features to make 
decisions when splitting nodes to create each tree. It then takes these randomized observations from each tree 
and averages them out to build a final model. 

Rnn dorn Forest Simplific<.I 
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3.a) Explain l inear SVM Classification 

I i u v. u  :-.\-\ ' ! :  I  i 11,·: 1r S \  \ I  j�; u.,,·,.l l >'I "  1  I •  1 1 , , · : 1 1 1 �  ifa dataset can be 

classified into two classes by using a single straight line, then such data is termed as linearly separable data, 

and classifier is used called as Linear SVM classifier. 

Margin Posinvc 
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Support 
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b) Explain natve bayes Classification 

The naive Bayes classifier can be used to determine the probabilities of the classes given a number of 

different observations. The assumption in the model is that the feature variables are conditionally 

independent given the class we will not discuss the meaning of conditional independence in this course 

The "Naive" part of the name indicates the simplifying assumption made by the Naive Bayes 

classifier. The classifier assumes that the features used to describe an observation are conditionally 

independent, given the class label. The "Bayes" part of the name refers to Reverend Thomas Bayes, an 

I Sth-century statistician and theologian who formulated Bayes' theorem. 

Bayes' Theorem finds the probability of an event occurring given the probability of another event that has 
already occurred. Bayes' theorem is stated mathematically as the following equation: 

Where A and B are events and P (B) -j:. 0 

1 .  Basically, we are trying to find probability of event A; given the event B i s  true. Event B i s  also 
termed as evidence. 
2 .  P  (A) is the priori of A (the prior probability, i .e .  Probability of event before evidence is seen). 

The evidence is an attribute value of an unknown instance (here, it is event B) . 
3 .  P  (B) is Marginal Probability: Probability of Evidence. 
4. P (A JB) is a posteriori probability of B, i .e. probability of event after evidence is seen. 
5 . P (B JA) is Likelihood probability i.e. the likelihood that a hypothesis will come true based on the 
evidence. 
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2.5.2. Mechanism to deal with internal examination related grievances is transparent, time- bound and efficient 
Subject: DAA Time: 03:00 pm to 04:30 pm Date: 13.04.2022 Section: CSE 

Answer the following questions 

I .  a) Define Algorithm in Design analysis 

b) Explain asymptotic notation in design analysis. 

2. a) Explain Binary search. 

b) Explain general method 

3. a) Explain quick sort in Design analysis. 

b) Explain minimum cost spanning tree 

Course instructor: k.Paul chinnaiah 

Max. Marks: 30 

MID-I Question paper Scheme of Valuation 

La) Define Algorithm in Design analysis. 

Algorithm: Algorithms are step-by-step procedures designed to solve specific problems and perform tasks 

efficiently in the realm of computer science and mathematics. These powerful sets of instructions form the backbone of 

modern technology and govern everything from web searches to artificial intelligence. The best way to understand an 

algorithm is to think of it as a recipe that guides you through a series of well-defined actions to achieve a specific goal. 

Just like a recipe produces a replicable result, algorithms ensure consistent and reliable outcomes for a wide range of 

tasks in the digital realm. 

SPlofrull:'s, toobu!1nlhe )----/_----, 
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Algorithm 

b) Explain asymptotic notation in design analysis. 

Asymptotic notation: An asymptotic notation essentially describes the running time of an algorithm. This means 

that it shows how much time the algorithm takes to run with a given input, n. There are three different notations, big 0, 

big Theta (0), and big Omega (D.).Big O is used for the worst-case running time, big 0 is used when the running time is 

the same for all cases, and big n is used for the best case running time 

The order of growth of the running time of an algorithm gives a simple character of the algorithm's 

efficiency and also allows allow us to compare relative performance of alternative algorithm. we call it growth function 

as we ignore the very small constant. The asymptotic running time of an algorithm is defined in terms of functions 

What is 
Asymptotic 

notation? 
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2.a) Explain Binary search. 

Binary Search: Binary search is an efficient algorithm for finding an item from a sorted list of 
items. It works by repeatedly dividing in half the portion of the list that could contain the item, until you've 
narrowed down the possible locations to just one. We used binary search in the One of the most common ways to 
use binary search is to find an item in an array. 

For example, the Tycho-2 star catalog contains information about the brightest 2,539,913 stars in our 

galaxy. Suppose that you want to search the catalog for a particular star, based on the star's name. If the program 

examined every star in the star catalog in order starting with the first, an algorithm called linear search, the 

computer might have to examine all 2,539,913 stars to find the star you were looking for, in the worst case. If the 

catalog were sorted alphabetically by star names, binary search would not have to examine more than 22 stars, 

even in the worst case. Guessing game in the introductory tutorial. 

b) Explain general method 

General method: The General Methods aim to describe the Institute's procedures in a general 
manner. What specific individual steps the Institute undertakes in the assessment of specific medical interventions 
depend, among other things, on the research question posed and the available scientific evidence. Methods should 
therefore be regarded as a kind of framework. How the assessment process is designed in individual cases is presented 
in detail for each specific project. 

The Institute's methods are usually reviewed annually with regard to any necessary revisions, 
unless errors in the document or relevant developments necessitate prior updating. Project-specific methods are defined 
on the basis of the methods version valid at that time 
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1. History and explanation: Some pairs of nodes might not be reachable between each other, so no shortest 

path exists between these pairs. In this scenario, the algorithm will return Infinity value as a result between 

these pairs of nodes.GOS includes functions such as gds.util. isFinite to help filter infinity values from results. 

Starting with Neo4j 5, the Infinity literal is now included in Cypher too. 

2. Use-cases - when to use the All Pairs Shortest Path algorithm: The All Pairs Shortest Path algorithm is 

used in urban service system problems, such as the location of urban facilities or the distribution or delivery 

of goods. One example of this is determining the traffic load expected on different segments of a 

transportation grid. For more information, see Urban Operations Research. 

---- 
3.a)Explain 8 Queen problem: 

The eight queens puzzle is the problem of placing eight chess queens on an 8x8 chessboard 

so that no two queens threaten each other; thus, a solution requires that no two queens share the same 

row, column, or diagonal. There are 92 solutions. The problem was first posed in the mid-19th century.The 

eight queens puzzle is a special case of the more general n queens problem of placing n non-attacking 

queens on an nxn chessboard. Solutions exist for al l  natural numbers n with the exception of n = 2 and n = 

3. Although the exact number of solutions is only known for n s 27, the asymptotic growth rate of the 

number of solutions is approximately (0.143 n)n. 
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bl Define graph coloring: 

A graph coloring is an assignment of labels, called colors, to the vertices of a graph such that 

no two adjacent vertices share the same color. The chromatic number x(G) of a graph G is the minimal 

number of colors for which such an assignment is possible.The study of graph colorings has historically been 

linked closely to that of planar graphs and the four color theorem, which is also the most famous graph 

coloring problem. That problem provided the original motivation for the development of algebraic graph 

theory and the study of graph invariants such as those discussed on this page. In modern times, many open 

problems in algebraic graph theory deal with the relation between chromatic polynomials and their graphs. 

Applications for solved problems have been found in areas such as computer science, information theory, 

and complexity theory 

Chromatic Number= 3 

Chrom.atlc Number= 2 

onremenc 

Chromatic Number= 3 

Chromatic Number ;:::; 2 

3.a)Explain non-deterministic algorithm: 

In computer programming, a nondeterministic algorithm is an algorithm that, even for the 

same input, can exhibit different behaviors on different runs, as opposed to a deterministic algorithm. 

There are several ways an algorithm may behave differently from run to run.A concurrent algorithm can 

perform differently on different runs due to a race condition. A probabilistic algorithm's behaviors depends 

on a random number generator. An algorithm that solves a problem in nondeterministic polynomial time 

can run in polynomial time or exponential time depending on the choices it makes during execution. The 

nondeterministic algorithms are often used to find an approximation to a solution, when the exact solution 

would be too costly to obtain using a deterministic one. 
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Det mi ,  isuc Al orithm Non-Determinis Algorithm 

b) Explain coook's theorem: 

In computational complexity theory, the Cook-Levin theorem, also known as 

Cook's theorem, states that the Boolean satisfiability problem is NP-complete. That is, it is in NP, and any 

problem in NP can be reduced in polynomial time by a deterministic Turing machine to the Boolean 

satisfiability problem. 

An important consequence of this theorem is that if there exists a deterministic polynomial-time algorithm 

for solving Boolean satisfiability, then every NP problem can be solved by a deterministic polynomial-time 

algorithm. The question of whether such an algorithm for Boolean satisfiability exists is thus equivalent to 

the P versus NP problem, which is still widely considered the most important unsolved problem in 

theoretical computer science as of 2023. 
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